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The neural processes that underlie your ability to read and under-
stand this sentence are unknown. Sentence comprehension occurs
very rapidly, and can only be understood at a mechanistic level by
discovering the precise sequence of underlying computational and
neural events. However, we have no continuous and online neural
measure of sentence processing with high spatial and temporal
resolution. Here we report just such a measure: intracranial record-
ings from the surface of the human brain show that neural activity,
indexed by γ-power, increases monotonically over the course of a
sentence as people read it. This steady increase in activity is absent
when people read and remember nonword-lists, despite the
higher cognitive demand entailed, ruling out accounts in terms
of generic attention, working memory, and cognitive load. Re-
sponse increases are lower for sentence structure without meaning
(“Jabberwocky” sentences) and word meaning without sentence
structure (word-lists), showing that this effect is not explained by
responses to syntax or word meaning alone. Instead, the full effect
is found only for sentences, implicating compositional processes of
sentence understanding, a striking and unique feature of human
language not shared with animal communication systems. This
work opens up new avenues for investigating the sequence of neu-
ral events that underlie the construction of linguistic meaning.

language | ECoG | compositionality | syntax | semantics

How does a sequence of sounds emerging from one person’s
mouth create a complex meaning in another person’s mind?

Although we have long known where language is processed in
the brain (1–3), we still know almost nothing about how neural
circuits extract and represent the meaning of a sentence. A
powerful method for addressing this question is intracranial re-
cording of neural activity directly from the cortical surface in
neurosurgery patients (i.e., electrocorticography or ECoG) (4, 5).
Although opportunities for ECoG data collection are rare, de-
termined by clinical—not scientific—priorities, they nonetheless
offer an unparalleled combination of spatial and temporal reso-
lution, and further provide direct measures of actual neural ac-
tivity, rather than indirect measures via blood flow (as in PET,
fMRI, and near infrared spectroscopy/optical imaging). ECoG
data are particularly valuable for the study of uniquely human
functions like language, where animal models are inadequate.
Here we used ECoG to identify the neural events that occur
online as the meaning of a sentence is extracted and represented.
Prior intracranial recording studies of language have largely fo-

cused on speech perception and production (e.g., refs. 6–11) and
word-level processes (e.g., refs. 12–26). However, the most distinc-
tive feature of human language is its compositionality: the ability to
create and understand complex meanings from novel combinations
of words structured into phrases and sentences (27). As a first step
toward understanding the neural basis of sentence comprehension,
we recorded intracranial responses while participants read sentences
and three kinds of control stimuli. In each trial, a string of eight
items (words or nonwords) were presented sequentially, enabling us
to separately measure the neural response to each item individually;
to encourage attention to all stimuli (whether meaningful or not),

participants decided at the end of each trial whether a probe word/
nonword appeared in the preceding string.
Our four stimulus conditions (materials adapted from ref. 28; ex-

amples are shown in the “Sample materials” table below) enabled us
to orthogonally vary the presence of word meaning and sentence
structure.Word-lists (W) included the same words as the sentences (S)

(scrambled across sentences), but lacked sentence structure.
“Jabberwocky” (J) sentences were grammatical but largely mean-
ingless, as they contained no real content words. Nonword-lists (N)
contained neither sentence-level structure nor word meaning.

Sample materials

Condition Example

Sentences STEVE WAS LATE TO SCHOOL BECAUSE HE
OVERSLEPT [probe: SCHOOL]

THE RED BALLOON ROSE UP INTO THE CLOUDS
[probe: WENT]

Word-lists RAIN THE WORK BEHIND REACHED GREW KIDS
OPENED [probe: GREW]

STOOD THE TIED CANDLE INTO SHED THE QUICKLY
[probe: WALLET]

Jabberwocky THE GAR WAS SWARBING THE MUME FROM ATAR
[probe: ATAR]

TOMAL HOTHED THE BLESPY NULO DURING THE
VAYLANT [probe: FLORKY]

Nonword-lists PHREZ CRE EKED PICUSE EMTO PECH CRE ZEIGELY
[probe: PHREZ]

PIV WUBA WOS PAFFING DEBON TRIENED LE KIF
[probe: LOME]

Significance

How do circuits of neurons in your brain extract and hold the
meaning of a sentence? To start to address this unanswered
question, we measured neural activity from the surface of the
human brain in patients being mapped out before neurosurgery,
as they read sentences. In many electrodes, neural activity in-
creased steadily over the course of the sentence, but the samewas
not found when participants read lists of words or pronounceable
nonwords, or grammatical nonword strings (“Jabberwocky”). This
build-up of neural activity appears to reflect neither wordmeaning
nor syntax alone, but the representation of complex meanings.
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Few prior studies have recorded intracranial responses dur-
ing sentence comprehension. Noninvasive methods with high
temporal resolution [event-related brain potential (ERPs) and
magnetoencephalography] have revealed neural responses to
specific types of events during sentence comprehension, such as
syntactic or semantic violations (e.g., refs.29–36), but do not
provide a measure of ongoing neural activity from focal cortical
regions. Numerous prior studies with fMRI have identified cor-
tical regions that respond strongly (e.g., refs. 28, 37–41) and
selectively (42–44) during sentence comprehension (whether
presented visually or auditorily) (28, 45), but fMRI lacks the
temporal resolution to reveal the responses to individual words
as a sentence is presented. Hence, little is known about how
neural activity in specific cortical regions unfolds over the course
of a sentence as the meaning of that sentence is extracted and
represented.
Given the necessarily exploratory nature of this study, we took

stringent measures to guard against the dangers of statistical

nonindependence and hidden degrees-of-freedom (46): all hy-
potheses, data analysis choices, and selection of specific electrodes
were made based on analyses of only half the data (odd-numbered
runs), before the other half of the data (even-numbered runs)
were ever inspected.
Six epilepsy patients with subdurally implanted electrodes

placed over left-hemisphere frontal, temporal, and parietal cor-
tices were tested. We measured the time-course at each elec-
trode of broadband γ-activity of the ECoG signal, which is
closely related to spiking activity of neuronal populations directly
underneath each recording electrode (47–50).

Results
We first asked whether any electrodes produced a higher
γ-response overall during the reading of sentences than nonword
strings, as has been reported in numerous previous studies with
fMRI (e.g., refs. 28, 51, 52). As expected, numerous electrodes in
each subject, distributed across temporal and frontal regions,

A B C

Fig. 1. (A) Cortical models of individual subjects showing all electrodes (black) (see Table 1 for numbers of electrodes), electrodes that show a significant
sentences > nonword-lists (S > N) effect in odd-numbered runs (blue), and electrodes that show both a significant S > N effect and a monotonic increase across
word positions in the sentence condition in odd-numbered runs, [i.e., our electrodes of interest, EOIs (blue, circled in white)]. (B) The γ-magnitude for
sentences and nonword-lists averaged across word positions estimated in even-numbered runs (i.e., data independent from the data used to select the EOIs).
(C) The γ-magnitude for sentences and nonword-lists in each of eight word positions in even-numbered runs (see SI Appendix, Part F for additional figures
showing data not averaged within each word position). Error bars indicate SEMs over EOIs in both B and C.

Table 1. Numbers of total, analyzed, and language-responsive electrodes, as well as EOIs

Subject no. Total electrodes Analyzed electrodes S > N Electrodes
S > N and S

Increasing (i.e.,EOIs)

S1 120 117 45 (0.38*) 27 (0.23†, 0.60‡)
S3 112 84 11 (0.13) 9 (0.11, 0.82)
S4 134 124 15 (0.12) 9 (0.07, 0.60)
S5 98 87 15 (0.17) 6 (0.06, 0.33)

*Proportion of S > N electrodes relative to analyzed electrodes.
†Proportion of S > N and S increasing electrodes relative to analyzed electrodes.
‡Proportion of S > N and S increasing electrodes relative to S > N electrodes.
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responded significantly more strongly to sentences than nonword
strings (Fig. 1A and Table 1), when odd-run data only were ana-
lyzed (see SI Appendix, Part I for evidence that some electrodes
show the opposite pattern, plausibly reflecting sensitivity to task
difficulty).
The most striking and novel finding from the analyses of odd-

run data was that over half of the language-responsive electrodes
further showed a monotonic increase of γ-power over the eight
words in the sentence condition, while failing to increase for the
control nonword-list condition. This monotonic increase appears

to reflect a previously unreported marker of the neural con-
struction of sentence meaning.
To rigorously test the significance of this finding, for each

subject we selected electrodes of interest (EOIs) (Fig. 1A and
Table 1) that showed (in odd-run data): (i) a significantly greater
mean response to sentences than nonword-lists averaging across
the eight word positions, and (ii) a monotonic increase over the
eight positions in the sentence condition (Materials and Meth-
ods). Fifty-one such EOIs were identified across four subjects,
distributed across the frontal and temporal cortex. These four
subjects were used in all of the analyses reported in the text (Figs.
1–4, except Fig. 2G andH). The remaining two subjects—with only
two EOIs each—were excluded from the main analyses, but their
results were qualitatively and quantitatively similar (SI Appendix,
Part D). Response magnitudes of each EOI in each subject were
then quantified from even-run data for each condition.
Indeed, the even-run data replicated the higher response to

sentences than nonword-lists (P < 0.005) (Fig. 1B and Table 2).
Critically, each subject also replicated the monotonic increase in
γ-power for sentences (correlation between word position and re-
sponse, P < 0.05), but not nonword-lists (Fig. 1C and SI Appendix,
Part A; see also SI Appendix, Part B for similar results when using
even-numbered runs for EOI selection). Reliable differences be-
tween the two conditions emerged between the second and fourth
word position within the sequence (SI Appendix, Part A), suggesting
that the ability to combine two or three words into a coherent
representation was necessary for the sentence time-course to di-
verge significantly from that of the control, nonword-lists condition.
Sentences differ from nonword-lists in the presence of both word

meaning and syntax. Is the observed response increase primarily
driven by one of these factors? To find out, we measured responses
to the two remaining conditions: word-lists (lexical meaning with
little syntax) and Jabberwocky sentences (syntax with little mean-
ing) (Sample Materials). Averaging across word positions, responses
are highest for sentences, weaker for word-lists and Jabberwocky,
and weakest for nonword-lists (Fig. 2A and Table 2), a pattern
similar to the one observed previously in fMRI (28, 51). It is worth
noting that unlike in fMRI, where the responses to word-lists and
Jabberwocky are similar in magnitude (28), the ECoG response to
word-lists is generally higher than the response to Jabberwocky
(Fig. 2A), and significantly so in many EOIs. In fact, across EOIs,
each of the four subjects shows a significantly higher response to
word-lists than Jabberwocky (P < 0.05) (Table 2). No EOI shows a

Fig. 2. (A) The γ-magnitude for all conditions (S, sentences; W, word-lists; J,
Jabberwocky sentences; N, nonword-lists) averaged across word positions
and subjects estimated in even-numbered runs. Darker bars show responses
across all trials, lighter bars show responses across the subset of trials for
which the memory-probe task was answered correctly. (B) The γ-magnitude
for all conditions averaged across subjects in each of eight word positions in
even-numbered runs. (C–H) The γ-magnitude for all conditions averaged
across word positions (C, E, G) and in each of eight word positions (D, F, H) in
even-numbered runs in three groups of EOIs: left frontal (C and D), left
lateral temporal (E and F), and left ventral temporal (G and H). All four sub-
jects had some EOIs in left frontal (total: 21 EOIs) and left lateral temporal
(total: 20 EOIs) cortex, and two of the four had EOIs in left ventral temporal
(total: 9 EOIs) cortex (see SI Appendix, Part G for numbers of EOIs in each
group for each subject). Error bars indicate SEMs over subjects in all panels.

Table 2. Results from two-tailed paired samples t tests on the differences in PSC (with respect
to baseline fixation) between pairs of experimental conditions

Data are taken from even-numbered runs only and averaged across all word positions and EOIs. The first row
of each cell denotes the average PSC difference with SEMs across EOIs. Significance levels are shaded with white:
P < 0.01, midgray: 0.01 ≤ P < 0.05, and dark-gray: P ≥ 0.05.
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significant Jabberwocky > word-lists effect. This asymmetry is
consistent with—though not necessarily directly related to—the
more robust pattern information for lexical information than
syntactic information revealed by multivoxel pattern analyses in
fMRI (53).
Critically, the time-courses reveal that neither syntax nor lex-

ical meanings on their own are sufficient to account for the full
response increase in the sentence condition (Fig. 2B). This
conclusion was supported by several two-way repeated-measures
ANOVAs with two within-subjects factors: (i) condition and
(ii) position (early= average of the first two words vs. late= average
of the last two words). This approach allowed us to test whether the
build-up effect in the sentence condition is significantly different
from the patterns observed in the other conditions. Including all
four conditions, we find a main effect of condition [F(3, 9) = 11.99,
P = 0.005], a main effect of position [F(1, 3) = 70.08, P < 0.005],
and a highly reliable condition by position interaction [F(3, 9) =
18.18, P < 0.001]. Further, 2 × 2 ANOVAs comparing sentences
against each of the other conditions revealed reliable interac-
tions for sentences vs. nonword-lists [F(1, 3) = 22.12, P = 0.0182]
and sentences vs. Jabberwocky [F(1, 3) = 23.23, P = 0.017], and a
marginal interaction for sentences vs. word-lists [F(1, 3) = 9.551,
P = 0.0537] (Fig. 3).
Although both the Jabberwocky and word-list conditions show

an increase over the first three word positions, the response
subsequently decreases, and correlations between word position
and γ were therefore not significant for either condition (Fig. 2B
and SI Appendix, Part A). The initial increase plausibly reflects
participants’ attempts to interpret the linguistic signal, a natural
tendency given our general experience with language, where
words combine to create complex meanings. However, upon
realizing that no coherent interpretation is possible, these attempts
are likely abandoned. Thus, the continuous response increase in the
sentence condition apparently reflects neither syntactic processing
nor word-level meaning alone, but the compositional construction
of sentence meaning. Consistent with this high-level interpretation
of the monotonic increase for sentences but not nonwords, the ef-
fect is also seen when the stimuli are presented auditorily rather
than visually (SI Appendix, Part H).
Examining the responses of individual EOIs across subjects

suggests that conditions pattern similarly regardless of the EOI’s
anatomical location. To examine potential anatomical differ-
ences more systematically, we split our EOIs into three groups:

frontal lobe EOIs, EOIs located on the lateral temporal surface,
and EOIs located on the ventral temporal surface (see SI Ap-
pendix, Part G for numbers of EOIs in each group). As shown in
Fig. 2 C–F, the data patterns look remarkably similar for the
frontal and lateral temporal EOIs. The left ventral temporal
electrodes (Fig. 2 G and H) appear to show greater specificity,
with strong build-up for sentences and none at all for the three
other conditions. Although intriguing, only two of the four sub-
jects contributed EOIs to this analysis, so it is not clear yet
whether this apparent difference in functional response across
anatomical locations reflects a general pattern. The distributed
nature of the build-up effect contrasts with proposals in the
neuroimaging literature that one particular region within the
language network houses the core combinatorial/syntactic ap-
paratus: for example, parts of the inferior frontal gyrus (e.g., refs.
54–56) or parts of the anterior temporal cortex (e.g., refs. 57–60).
However, it accords with fMRI work that observes sensitivity to
lexical and syntactic processing throughout the language network
(e.g., refs. 28, 51, 53, 61, 62), and evidence that language regions
form a highly integrated functional system (e.g., ref. 63).

Discussion
Our most striking finding is that many language-responsive elec-
trodes show a monotonic increase in γ-power over the course of the
sentence as it is read or heard, and that this increase cannot be
explained by the presence of either word meaning or sentence
structure alone. What mental processes might underlie this increase
in γ response? We can rule out several potential explanations linked
to general cognitive factors. First, the build-up effect cannot be
explained by general attention or arousal that is higher in the
sentence condition than in the other three conditions. Perfor-
mance on the memory-probe task provides a useful proxy for
attention/arousal, and participants generally performed well on
the memory-probe task across conditions (SI Appendix, Part C).
Although accuracies were numerically higher in the sentence and
word-list conditions than in the Jabberwocky and nonword-list
conditions, performance was quite good even in the least-accurate
(nonword-list) condition [>70%, not including subject 5 (S5), who
misunderstood the instructions] (SI Appendix, Part C). These data
accord with the subjective impression of performing this task: the
nonword-list condition is the hardest, the Jabberwocky and word-list
conditions intermediate, and the sentence condition is the easiest.
This pattern goes in the opposite direction of that predicted by an
attention/arousal/difficulty account. (It is worth noting that a num-
ber of electrodes do show a pattern of response indicative of sen-
sitivity to difficulty/effort, with greater responses to nonword-list and
Jabberwocky conditions than the sentence condition (SI Appendix,
Part I), in line with prior fMRI findings (64).
Second, the build-up effect cannot be the result of an overall

better performance on the memory-probe task in the sentence
condition. One could, in principle, imagine that trials where the
memory-probe task is answered correctly are the ones that show
an increase over the course of the sentence. Because there are
more correctly answered trials in the sentence condition, the
build-up effect may emerge in the sentence condition, but not
other conditions. This possibility is already unlikely, given the
pattern of accuracies across conditions: for example, the word-
list condition does not show a significant build-up despite the
fact that the accuracies for that condition are similar to those of
the sentence condition. However, to test this possibility directly,
we compared the time-courses of high γ-responses for correctly
vs. incorrectly answered trials in each of the three conditions that
failed to show a build-up effect (we could not perform this
comparison for the sentence condition given that there were
hardly any incorrectly answered trials). As Fig. 4 shows, the in-
crease does not appear to depend on whether the trial was an-
swered correctly: in the conditions other than the sentence
condition, neither the correctly nor the incorrectly answered
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trials show an increase across positions. Fig. 2A further shows the
overall magnitude for the correctly answered trials across the
four conditions (lighter bars): the pattern of results looks almost
identical to the analysis that includes all trials (darker bars).
Third, the build-up effect cannot be caused by the anticipation

of the end of the trial because across conditions all trials were
eight words/nonwords-long, thus the patterns should be similar
across conditions. Furthermore, according to this hypothesis, one
would predict a drop on the last word of the sentences—where
the end of the trial is reached—which we do not observe (in-
stead, the response keeps increasing). Similarly, the effect cannot
be caused by the preparation to perform the memory-probe task,
because the task is the same across conditions.
What about hypotheses that more specifically invoke language

processing? Words that occur later in the sentence are more

predictable (65–67), and hence easier to process. However, it is
unclear why neural activity would increase for words that are
easier to process, especially given that the N400 ERP component
decreases for words in later sentence positions (67), as do reading
times (68, 69). Another possibility is that the response increase
reflects strengthening predictions about upcoming material. Evi-
dence against this possibility is that the signal did not decrease
substantially at points where a complete clause is formed, and thus
no further material is necessary/predicted, or at the following word
(SI Appendix, Part E). Thus, the most likely explanation of the
response increase is that it reflects the increasing complexity of the
evolving representation of the meaning of the sentence. In par-
ticular, because items must be held in memory for all conditions,
and the steady increase in γ is greatest for sentences, that increase
must reflect the representation of structured sentence meaning
over and above the representation of individual lexical items.
It may be useful to link these results to classic spreading-

activation theories of lexico-semantic processing (e.g., refs. 70
and 71). In particular, words that occur in the context of phrases
or sentences plausibly lead to more robust and longer-lasting
representations because they receive reinforcement from related
words, which tend to occur in close proximity in natural language
(e.g., refs. 72 and 73). Thus, in sentences (compared with lists of
unrelated words) the net amount of activation (i) should be
higher overall and (ii) should increase as more words are in-
corporated into the evolving structure/meaning. Alternatively,
these results may reflect the construction of a situation model, an
abstract mental representation of a verbally described situation
or event (e.g., refs. 74–77). Situation models are typically argued
to be multidimensional, with the most common dimensions in-
cluding protagonist, intentionality, causation, time, and space (e.g.,
ref. 76). Constructing a coherent situation model has been argued
by many to be a signature of successful comprehension of a text
(e.g., refs. 74, 75, 78–82). Although most empirical work on sit-
uation models has focused on discourse-level understanding, the
concept also applies to smaller segments of connected text, like
clauses and sentences.
To conclude, the increase in γ-response over the course of the

sentence constitutes a neural correlate of the evolving repre-
sentation of sentence-level meaning. This effect appears to be
broadly distributed across the fronto-temporal language network
rather than being localized to a particular brain region. The
precise nature of this build-up effect remains to be determined,
and we lay out several questions whose evaluation would help
constrain the space of possible hypotheses.
First, is the build-up effect specific to language, or would other

meaningful stimuli (e.g., movies) or structured meaningless
stimuli (e.g., music) elicit it as well? The regions of the language
network have been shown to respond to language stimuli in a
highly selective manner (e.g., refs. 42–44), so it is unlikely that
nonlinguistic stimuli would produce a similar build-up effect in
these regions (although they might produce such an effect in
other cortical regions if similar neural phenomena underlie the
representation of complex structured representations in these
other domains). However, this possibility remains to be evalu-
ated. Second, is a syntactic frame required or would lists of se-
mantically related words (e.g., cat-dog-pig) or words that could
be combined to form a complex meaning (e.g., cookie-girl-eat)
suffice? Third, what is the temporal scope of the effect? Clearly,
the response cannot increase indefinitely; instead, it will plausi-
bly eventually reach a plateau. The longer time-scale dynamics of
the γ build-up remain to be discovered. And fourth, what hap-
pens when an incoming word does not fit the structure or
meaning constructed so far? From the ERP literature, we know
that unexpected words lead to a larger N400 effect (29, 67).
However, given that the build-up effect appears to reflect distinct
mental computations, it would be important to characterize its be-
havior with respect to structurally and semantically unexpected words.
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In summary, we report here a striking and robust phenomenon: a
monotonic increase in neural activity over the course of a sentence
as the subject processes it. This effect occurs for sentences, but not
for word meanings or syntactic structure alone, ruling out most
domain-general accounts and implicating in the effect a quintes-
sential property of language: compositionality. Although these re-
sults certainly do not give us a full account of how sentence meaning
is constructed and represented neurally, they provide an exciting
new window into how that process unfolds over time, and a powerful
method for understanding the sequence of neural events that un-
derlie the extraction of complex linguistic meanings in future work.

Materials and Methods
Participants.We recorded electrical activity from intracranial electrodes of six
subjects (five female, aged 14–29 y) with intractable epilepsy who read
sentences, lists of words, Jabberwocky sentences, and lists of nonwords.
These subjects underwent temporary implantation of subdural electrode
arrays at Albany Medical College to localize the epileptogenic zones and to
delineate it from eloquent cortical areas before brain resection. All of the
subjects gave informed written consent to participate in the study, which
was approved by the Institutional Review Board of Albany Medical College.
Two subjects were excluded from the main analyses because only two
electrodes in each subject met our criteria for inclusion in this study. How-
ever, their data were qualitatively and quantitatively similar and are in-
cluded in SI Appendix, Part D. One further subject was tested but excluded
from all analyses because of difficulties in performing the task (i.e., pressing
multiple keys, looking away from the screen) during the first five runs. After
the first five runs, the subject required a long break during which a seizure
occurred.

Materials and Procedure. In an event-related design, subjects read sentences,
lists of words, Jabberwocky sentences, and lists of nonwords. The materials
were adapted from ref. 28. Each event (trial) consisted of eight words/
nonwords, presented one at a time at the center of the screen. At the end of
each sequence, a memory probe was presented (a word in the sentence and
word-list conditions, and a nonword in the Jabberwocky and nonword-list
conditions) and participants had to decide whether or not the probe had
appeared in the preceding sequence by pressing one of two buttons. Two
different presentation rates were used: S1, S5, and S6 viewed each word/
nonword for 450 ms (fast-timing), and S2, S3, and S4 viewed each word/
nonword for 700 ms (slow-timing). The presentation speed was determined
before the experiment and was based on the participant’s preferences. After
the last word/nonword in the sequence, a fixation cross was presented for
250 ms, followed by the probe item (1,400-ms fast-timing, 1,900 ms slow-
timing), and a postprobe fixation (250 ms). Behavioral responses were con-
tinually recorded. After each trial, a fixation cross was presented for a variable
amount of time, semirandomly selected from a range of durations from 0 to
11,000 ms, to obtain a low-level baseline for neural activity.

Trials were grouped into runs to give participants short breaks throughout
the experiment. In the fast-timing version of the experiment, each run in-
cluded eight trials per condition and lasted 220 s, and in the slow-timing
version, each run included six trials per condition and lasted 264 s. The total
amount of intertrial fixation in each run was 44 s for the fast-timing version
and 72 s for the slow-timing version. All subjects completed 10 runs of the
experiment, for a total of 80 trials per condition in the fast-timing version and
60 trials per condition in the slow-timing version.

Data Collection and Analysis. The implanted electrode grids consisted of
platinum-iridium electrodes that were 4 mm in diameter (2.3–3 mm exposed)
and spaced with an interelectrode distance of 0.6 or 1 cm. The total numbers
of implanted electrodes were 120, 128, 112, 134, 98, and 36 for the six
subjects, respectively (Table 1). Electrodes were implanted on the left
hemisphere for all subjects except S6, who had bilateral coverage (16 left
hemisphere electrodes). Signals were digitized at 1,200 Hz. Recordings were

synchronized with stimulus presentation and stored using the BCI2000
software platform (83, 84). Upon visual inspection of the recordings, we
removed reference electrodes, ground, and electrodes with high noise levels
and interictal activity as revealed by independent analyses, which left 117,
84, 84, 124, 87, and 33 electrodes for the six subjects, respectively.

Cortical Mapping. We defined the brain anatomy of each subject using
preoperative MRI scans, and the location of the electrodes using post-
operative computed tomography (CT) imaging. We then created a 3D surface
model of each subject’s cortex from the MRI images, coregistered it with the
location of the electrodes given by the CT images using Curry Software
(Compumedics NeuroScan).

Extraction of ECoG Signal Envelope. ECoG recordings were first high-pass–
filtered at a frequency of 0.5 Hz and spatially distributed noise common to
all electrodes was removed using a common average reference spatial filter.
Notch filters removed further noise at 60, 120, 180, and 240 Hz. An IIR band-
pass filter was used to select high γ-frequencies (70–170 Hz) and the envelope of
the ECoG signal (i.e., the magnitude of the analytic signal) in the high γ-band
was computed by taking the absolute value of the Hilbert transform of the
resulting signal. The signal envelopes were further low-pass–filtered at 100 Hz
and down-sampled to 300 Hz to reduce noise.

Selecting EOIs.
Step 1: Selection of language-responsive electrodes. Language-responsive elec-
trodes were defined as electrodes in which the envelope of the high γ-signal
is significantly higher for trials of the sentence condition than the nonword-
list condition. To do this, we first computed the mean of the signal envelope
for each of the eight word positions (time-locked to the onset of each word/
nonword and averaging over the presentation window) in each trial for
each condition in each electrode, using data from the odd-numbered runs
only (see SI Appendix, Part F for sample EOIs without within-position aver-
aging). We then computed the mean across the eight word positions in each
trial for each condition in each electrode. Finally, we correlated the trial
means with a vector of condition labels (sentences = 1, nonword-lists = −1).
The resulting Spearman’s ρ provided a benchmark against which to test the
significance of any positive correlations. The condition labels vector was
randomly reordered (via a permutation test without replacement) and a
new Spearman’s ρwas computed, and this process was repeated 1,000 times.
The fraction of correlations from randomly assigned labels that produced a
higher ρ than the benchmark correlation became our P value. Electrodes
with P ≤ 0.01 and a positive ρ were included in step 2.
Step 2: Selection of the subset of language-responsive electrodes exhibiting an
increase across word positions in the sentence condition. These electrodes were
defined as electrodes that exhibited a monotonic increase in high γ-signal
over the course of a sentence. To do this, we computed the mean of the high
γ-envelope for each word position in the sentence condition and then
computed the Spearman’s rank correlation coefficient, which measures
statistical dependence without assuming linearity, between word position
(one through eight) and mean signal magnitude at each position within
each sentence trial, separately for each electrode. As in step 1, we again only
used the data from odd-numbered runs. A two-tailed one-sample t test was
performed and electrodes with mean correlations that were significantly
different from zero (P ≤ 0.01) were selected as our EOIs and were included in
all of the analyses reported here.
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Supplemental Information for Fedorenko et al. “A neural 
correlate of the construction of sentence meaning” 

 
 

SI Table of Contents: 
 
a. Evaluating the significance of the build-up effect (i.e., of the correlations between 
signal magnitude and word position within the trial) in each condition in the four 
subjects. (Tables SI-1-2) 
 
b. Evidence that similar results obtain when using even-numbered runs for selecting the 
EOIs and odd-numbered runs for examining the significance of the results. (Table SI-3; 
Figure SI-1) 
 
c. Behavioral (memory-probe task) performance. (Table SI-4; Figure SI-2) 
 
d. Results from the two subjects excluded from the main analyses due to a small number 
of EOIs. (Tables SI-5-8; Figure SI-3) 
 
e. Evaluating the relationship between the build-up effect and changes in i) the strength 
of predictions for upcoming material, or ii) the predictability of incoming words, across 
the sentence. (Figures SI-4-5) 
 
f. Data from sample subjects and EOIs shown without within-position averaging. (Figure 
SI-6) 
 
g. Exploring potential anatomical differences between frontal, lateral temporal, and 
ventral temporal EOIs. (Table SI-9; Figure SI-7) 
 
h. Generalizing the key results to auditory presentation modality in three new subjects. 
(Table SI-10; Figure SI-8) 
 
i. Examining electrodes that show sensitivity to difficulty. (Table SI-11; Figures SI-9-10) 
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a. Evaluating the significance of the build-up effect (i.e., of the correlations between 
signal magnitude and word position within the trial) in each condition in the four 
subjects, estimated in data from even-numbered runs (i.e., data not used for selecting 
the EOIs). 
 

 Electrode Number Sentences Word-lists Jabberwocky Nonword-lists 
Subject 1 21 0.54 0.06 0.14 -0.06 

 22 0.35 0.04 0.16 0.06 
 26 0.51 0.18 0.18 -0.08 
 28 0.27 0.05 0.00 -0.14 
 33 0.31 0.02 0.14 -0.04 
 34 0.37 0.08 0.15 0.01 
 45 0.35 0.04 0.06 -0.11 
 54 0.34 0.09 -0.13 -0.24 
 58 0.21 0.09 -0.01 -0.19 
 59 0.27 0.00 -0.02 -0.12 
 60 0.37 0.15 0.12 -0.13 
 63 0.33 0.11 -0.08 -0.05 
 64 0.46 0.06 0.00 -0.14 
 67 0.43 0.19 0.21 0.03 
 79 0.48 0.06 0.12 0.05 
 80 0.52 0.07 -0.03 -0.08 
 83 0.34 0.04 -0.01 -0.13 
 84 0.32 0.03 -0.02 0.07 
 87 0.31 0.00 0.09 -0.05 
 88 0.29 -0.03 -0.04 -0.04 
 90 0.35 0.00 0.07 0.02 
 91 0.33 0.13 -0.02 -0.07 
 92 0.42 0.05 0.14 0.03 
 96 0.32 -0.08 0.03 -0.10 
 100 0.43 0.07 0.14 -0.19 
 101 0.21 -0.10 -0.01 -0.11 
 102 0.25 -0.02 0.01 -0.12 
 Across EOIs 0.36 0.05 0.05 -0.07 

Subject 3 12 0.29 0.25 0.15 0.18 
 34 0.34 0.10 0.05 0.06 
 36 0.12 0.03 -0.04 -0.10 
 45 0.12 0.10 -0.05 -0.13 
 49 0.17 0.11 0.01 -0.06 
 59 0.34 0.05 0.03 -0.03 
 60 0.39 0.12 0.05 -0.06 
 86 0.31 0.09 0.08 -0.03 
 94 0.23 -0.02 0.03 -0.11 
 Across EOIs 0.26 0.09 0.03 -0.03 

Subject 4 3 0.21 -0.05 -0.10 0.04 
 4 0.30 0.14 -0.04 -0.03 
 10 0.19 -0.03 -0.12 -0.07 
 18 0.42 0.16 -0.03 0.02 
 19 0.33 0.14 -0.03 0.10 
 20 0.16 0.05 0.00 0.09 
 38 0.33 0.06 0.01 -0.10 
 39 0.28 -0.01 0.09 -0.20 
 101 0.44 0.11 -0.06 -0.04 
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 Across EOIs 0.29 0.06 -0.03 -0.02 
Subject 5 12 0.29 0.26 0.01 -0.08 

 24 0.29 0.10 0.21 0.01 
 75 0.07 -0.10 -0.07 0.09 
 82 0.15 -0.03 0.00 0.00 
 87 0.10 0.09 0.11 -0.11 
 91 0.42 0.14 0.02 -0.03 
 Across EOIs 0.22 0.08 0.05 -0.02 

Across 
subjects 

 
0.28 0.07 0.03 -0.04 

 
Table SI-1. Spearman’s rho computed between signal magnitude and word position 
within the trial for each subject and each EOI and averaged across EOIs and subjects, in 
each experimental condition. Two-tailed one-sample t-tests were performed to test if the 
correlations were significantly different from zero. Significance levels are shaded with 
white: p < 0.01, mid-gray: 0.01 <= p < 0.05, and dark-gray: p >= 0.05. Positive 
correlations indicate that signal magnitude increases for later word positions. 
 

 
Position 1 Position 2 Position 3 Position 4 Position 5 Position 6 Position 7 Position 8 

Subject 1 
-2.18 ± 0.95 
t(26) = -2.29 
p = 0.03 

0.76 ± 1.01 
t(26) = 0.75 
p = 0.46 

5.18 ± 1.94 
t(26) = 2.67 
p = 0.01 

12.53 ± 2.50 
t(26) = 5.01 
p < 10-4 

14.71 ± 2.40 
t(26) = 6.12 
p < 10-5 

17.35 ± 2.49 
t(26) = 6.97 
p < 10-6 

21.73 ± 2.51 
t(26) = 8.66 
p < 10-8 

26.79 ± 2.45 
t(26) = 10.92 
p < 10-10 

Subject 3 
-3.88 ± 1.42 
t(8) = -2.74 
p = 0.03 

-0.88 ± 1.46 
t(8) = -0.60 
p = 0.56 

5.69 ± 0.90 
t(8) = 6.35 
p < 10-3 

10.28 ± 1.43 
t(8) = 7.18 
p < 10-4 

11.32 ± 1.43 
t(8) = 7.90 
p < 10-4 

9.59 ± 1.99 
t(8) = 4.82 
p < 10-2 

6.10 ± 2.49 
t(8) = 2.45 
p = 0.04 

15.86 ± 2.12 
t(8) = 7.48 
p < 10-4 

Subject 4 
1.03 ± 0.59 
t(8) = 1.73 
p = 0.12 

3.35 ± 0.99 
t(8) = 3.38 
p = 0.01 

6.68 ± 1.19 
t(8) = 5.63 
p < 10-3 

9.96 ± 2.21 
t(8) = 4.51 
p < 10-2 

11.49 ± 2.07 
t(8) = 5.56 
p < 10-3 

13.43 ± 1.56 
t(8) = 8.60 
p < 10-4 

11.66 ± 1.91 
t(8) = 6.12 
p < 10-3 

16.11 ± 2.38 
t(8) = 6.77 
p < 10-3 

Subject 5 
-0.31 ± 1.00 
t(5) = -0.32 
p = 0.77 

2.66 ± 2.33 
t(5) = 1.14 
p = 0.30 

5.05 ± 2.35 
t(5) = 2.15 
p = 0.08 

9.90 ± 4.43 
t(5) = 2.24 
p = 0.08 

8.78 ± 3.91 
t(5) = 2.24 
p = 0.07 

9.84 ± 4.81 
t(5) = 2.05 
p = 0.10 

11.63 ± 4.52 
t(5) = 2.57 
p = 0.05 

13.11 ± 6.45 
t(5) = 2.03 
p = 0.10 

 
Table SI-2. The average differences between sentences and nonwords were computed 
across EOIs for each subject at each position in the sequence. Standard errors are 
reported. Two-tailed paired sample t-tests were used. Significance levels are shaded with 
white: p < 0.01, mid-gray: 0.01 <= p < 0.05, and dark-gray: p >= 0.05. 
 

 
b. Evidence that similar results obtain when using even-numbered runs for selecting 
the EOIs and odd-numbered runs for examining the significance of the results. 
 
As shown in Table SI-3, there is substantial overlap between the EOIs selected based on 
odd-numbered vs. even-numbered runs. Moreover, Figure SI-1 demonstrates that the 
pattern of results is virtually identical to the one reported in the main analysis (Figure 2a-
b). 
 
 Subject 1 Subject 3 Subject 4 Subject 5 
EOIs odd 27 9 9 6 



 4 

EOIs even 31 6 8 5 
Intersection 21 4 6 4 
% of odd-runs 
EOIs that are also 
even-runs EOIs 

77.78% 44.44% 66.67% 66.67% 

 
Table SI-3. Overlap between EOIs defined based on data from odd-numbered runs (as in 
our main analysis) vs. even-numbered runs. 
 

 
Figure SI-1. a. Gamma magnitude for all conditions (S=sentences, W=word-lists, 
J=Jabberwocky sentences, N=nonword-lists) averaged across word positions and subjects 
estimated in odd-numbered runs (with the EOIs being selected using data from even-
numbered runs). 
b. Gamma magnitude for all conditions averaged across subjects in each of eight word 
positions in odd-numbered runs. 
Error bars indicate standard errors of the mean over subjects in both panels. 
 

 
c. Behavioral (memory-probe task) performance. 
 
 Sentences Word-lists Jabberwocky Nonword-lists 
Subject 1 96.25% 91.25% 80.00% 78.48% 
Subject 3 100% 91.67% 86.67% 71.67% 
Subject 4 100% 93.33% 90.00% 78.33% 
Subject 5* 45.00% 65.00% 48.75% 51.25% 
 
Table SI-4. Percent accuracy on the behavioral task across all runs of the experiment. 
 
* Subject 5 performed poorly across conditions due to misunderstanding the instructions. 
This subject answered “yes” for all sentence trials and almost always answered “no” for 
all Jabberwocky and nonword-list trials. However, because a) ECoG data are highly 
valuable, b) language comprehension was shown to produce similar activations in fMRI 
regardless of whether a memory-probe task was included [1], and c) this subject’s ECoG 
data patterns looked qualitatively similar to those of the other subjects, we included this 
subject’s data in the analyses. 
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Figure SI-2. Task accuracy averaged across the four subjects. Error bars indicate 
standard errors of the mean over subjects. 
 
No significant differences were found between subjects’ accuracies during the sentence 
and word-list conditions (t(3) = 0.17, p = 0.88), between the sentence and Jabberwocky 
conditions (t(3) = 2.04, p = 0.13), or between the sentence and nonword-list conditions 
(t(3) = 2.04, p = 0.13). 
 
A typical accuracy-RT relationship was observed, such that the conditions with lower 
accuracy rates were also the ones with longer RTs. In particular, averaging across the 
four subjects, the means and standard errors were as follows: sentences: 879 ± 118ms, 
word-lists: 932 ± 68ms, jabberwocky: 920 ± 129ms, and nonword-lists: 973 ± 131ms. 
 

 
d. Results from the two subjects excluded from the main analyses due to a small 
number of EOIs. 
 
 Total Electrodes Analyzed Electrodes S>N 

Electrodes 
S>N and S 

Increasing (i.e.,EOIs) 
Subject 2 128 84 6 (0.07*) 2 (0.02**, 0.33***) 
Subject 6 36 33 3 (0.09) 2 (0.06, 0.67) 
 
Table SI-5. Details on the numbers of electrodes in the two subjects excluded from the 
main analyses. 
*proportion of S>N electrodes relative to analyzed electrodes 
**proportion of S>N AND S Increasing electrodes relative to analyzed electrodes 
***proportion of S>N AND S Increasing electrodes relative to S>N electrodes 
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Figure SI-3. a. High gamma magnitude for all conditions (S=sentences, W=word-lists, 
J=Jabberwocky sentences, N=nonword-lists) averaged across word positions estimated in 
even-numbered runs, from excluded subjects. 
b. High gamma magnitude for all conditions averaged across EOIs in each of eight word 
positions in even-numbered runs, from excluded subjects. 
 
 S - N S - W S - J W - N J - N W - J 
Subject 2 4.38 ±	
 2.69 

t(1) = 6.80 
p = 0.35 

-0.10 ±	
 2.43 
t(1) = 10.67 
p = 0.97 

2.26 ±	
 2.63 
t(1) = 11.21 
p = 0.55 

4.48 ±	
 0.26 
t(1) = 3.08 
p  = 0.04 

2.13 ±	
 0.06 
t(1) = 0.57 
p = 0.02 

2.36 ±	
 0.20 
t(1) = 5.65 
p = 0.05 

Subject 6 8.39 ±	
 3.17 
t(1) = 6.58 
p = 0.22 

4.63 ±	
 3.00 
t(1) = 4.18 
p = 0.37 

7.77 ±	
 3.81 
t(1) = 6.71 
p = 0.29 

3.76 ±	
 0.16 
t(1) = 4.67 
p = 0.03 

0.63 ±	
 0.65 
t(1) = 2.43 
p = 0.51 

3.14 ±	
 0.81 
t(1) = 7.38 
p  = 0.16 

 
Table SI-6. Excluded subjects’ results from two-tailed paired samples t-tests on the 
differences in percent signal change (PSC, with respect to baseline fixation) between 
pairs of experimental conditions. Data is taken from even-numbered runs only and 
averaged across all word positions and electrodes of interest (EOIs). The first row of each 
cell denotes the average PSC difference with standard errors of the mean across EOIs. 
Significance levels are shaded with white: p < 0.01, mid-gray: 0.01 ≤ p < 0.05, and dark-
gray: p ≥ 0.05. 
 

 Channel 
Number 

S W J N 

Subject 2 36 0.20 0.05 0.16 0.06 
 52 0.25 0.05 -0.14 -0.10 
 Across EOIs 0.22 0.05 0.01 -0.02 

Subject 6 3 0.11 0.08 -0.03 0.02 
 22 0.35 0.12 0.01 0.18 
 Across EOIs 0.23 0.10 -0.01 0.10 

1 2 3 4 5 6 7 8
0

2

4

6

8

10

12
S
W
J
N

S W J N
0

2

4

6

8a

c

Su
bj
ec
t2

Su
bj
ec
t6



 7 

 
Table SI-7. Excluded subjects’ Spearman’s rho computed between signal magnitude and 
word position within the trial for each subject and each EOI and averaged across EOIs 
and subjects, in each experimental condition. Two-tailed one-sample t-tests were 
performed to test if the correlations were significantly different from zero. Significance 
levels are shaded with white: p < 0.01, mid-gray: 0.01 <= p < 0.05, and dark-gray: p >= 
0.05. Positive correlations indicate that signal magnitude increases for later word 
positions. 
 

 
Table S1-8. Excluded subjects’ percent accuracy on the behavioral task across all runs of 
the experiment. 
 

 
e. Evaluating the relationship between the build-up effect and changes in i) the 
strength of predictions for upcoming material, or ii) the predictability of incoming 
words, across the sentence. 
 
To test whether the sentence build-up effect may reflect the strengthening of one’s 
predictions about the upcoming material over the course of a sentence (e.g., [2]), we took 
advantage of the fact that sentences differed with respect to their structure and thus with 
respect to the point where the sentence could end (conveying a complete thought). For 
example, although a sentence like BY TELLING THE TRUTH WE HURT MATTHEW’S 
FEELINGS is not complete until the readers see the last word, other sentences (e.g., THE 
DOG CHASED THE CAT ALL DAY LONG) can end earlier (e.g., at CAT), with the subsequent 
material being semantically and syntactically optional. For each sentence, we identified 
the earliest point at which the sentence could be complete. We then averaged the ECoG 
responses across trials – aligned with respect to their earliest completeness point – and 
across EOIs within each subject, and then across subjects. Sentences that were not judged 
to be complete until the eighth word were not included in this analysis. This left 29, 22, 
22, and 29 sentence trials taken from even-numbered runs for subjects 1, 3, 4, and 5 
respectively. We then examined the high gamma magnitude at the word that could 
complete the sentence (word n) and the following word (word n+1) relative to the two 
preceding words (words n-2 and n-1). If the build-up effect reflects the strength of one’s 
predictions about the upcoming material, there should be a drop in signal at word n, 
because at that point expectations for upcoming material weaken significantly (given that 
the sentence could end at this point). 
 
Alternatively, the build-up effect could reflect the predictability of incoming words 
(which can be formalized in terms of surprisal, i.e., the negative log-probability of a 
word given the context [2]), with stronger responses for words that satisfy predictions 
formed based on the preceding context. In that case, the signal should drop at word n+1 
given that at that point surprisal should be quite high. As noted in the main text, however, 

 S W J N 
Subject 2 98.33% 91.67% 86.67% 71.67% 
Subject 6 90.00% 86.25% 73.75% 65.00% 
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this possibility does not seem a priori likely: it is unclear why neural activity would 
increase for words that are easier to integrate into the preceding context, especially given 
that in both behavioral measures (e.g., [3]) and other neural measures (e.g., [4]), higher 
responses have been reported for less predictable / more surprising words. 
 
The results, shown in Figure SI-4, did not reveal a drop on word n; instead, the signal 
continues to increase, suggesting that the build-up effect probably does not reflect the 
expectations that increase in strength as the sentence unfolds. Although there was a small 
numerical decrease on word n+1, the signal was not significantly lower than on word 
n (either across subjects: 13.86 vs. 12.82, t(3) = 0.87, p = 0.45; or across trials, averaging 
across all EOIs from the four subjects: 15.70 vs. 15.19, t(50) = 0.51, p = 0.61), and the 
size of the drop is not commensurate with the change in surprisal levels. 
 

 
 
Figure SI-4. Percent signal change (PSC), relative to the baseline fixation, in the 
sentence condition for word n (a word at which the sentence could be complete), word 
n+1 (a word after the point at which the sentence could be complete), and two preceding 
words. Error bars indicate standard errors of the mean over subjects. 
 
In addition to examining the pattern of gamma activity at and after a possible point of 
syntactic and semantic completeness averaging across trials and EOIs, we examined 
individual trials and individual EOIs to ensure that we are not missing any important data 
patterns that could shed light on the interpretation of the build-up effect. Although some 
EOIs do show decreases at or after a possible point of sentence completeness on some 
trials, none appear to show this pattern reliably across trials. Figure SI-5 shows the 
responses for four sample trials in each of eight word positions for each of the four 
subjects. Note that the data are necessarily noisy given that these are single trial data. The 
noisiness of these single-trial time-courses underlines the importance of investigating 
their test-retest reliability, as we did in the current manuscript by using a split-half 
approach. 
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Figure SI-5. Percent signal change (PSC), relative to the baseline fixation, in each of 
eight word positions for four sample trials (columns) for each of the four subjects (rows). 
The words that correspond to the points of syntactic and semantic completeness are 
marked in bold, and the positions of these words are marked with vertical dotted lines. 
Each graph shows the responses of each individual EOI (in different colors) as well as the 
average response (shown in a thicker black line). 
 
In summary, the build-up effect is not likely tracking surprisal levels, although a 
definitive answer will be provided in future work by examining a more structurally 
diverse set of materials. 
 

 
f. Data from sample subjects and EOIs shown without within-position averaging 
 
Figure SI-6 shows time-courses for two sample subjects (two EOIs each) for the critical – 
sentences and nonword-lists – conditions. Here, we did not average gamma within each 
word position (cf. Figures 1-2 and 4 in the main text) in order to examine the time-
courses in greater temporal detail. Some electrodes appear to show a response phase-
locked to each word/nonword in the sentence/list, in addition to the orthogonal effect 
reported here of a gradual build-up across the sentence. 
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Figure SI-6. Gamma magnitude for the sentence and nonword-list conditions in two 
sample subjects with two sample EOIs each in even-numbered runs. 
 

 
g. Exploring potential anatomical differences between frontal, lateral temporal, and 
ventral temporal EOIs 
 
(See the main text for the discussion.) 
 
 Subject 1 Subject 3 Subject 4 Subject 5 Total Contributing 

Subjects 
Left frontal 8 3 7 3 4 
Left lateral 
temporal 

12 3 2 3 4 

Left ventral 
temporal 

6 3 0 0 2 

 
Table SI-9. Numbers of EOIs in each group by subject. 
 
In addition to examining the differences between frontal, lateral temporal, and ventral 
temporal EOIs, we examined potential differences across the lateral temporal surface, 
contrasting EOIs located in the anterior vs. posterior portions. Results, shown in Figure 
SI-7, reveal broadly similar patterns both in the pattern of mean responses (averaged 
across positions) and in the time-courses. The only qualitative difference is that the 
sentence condition appears to separate from the word-list condition earlier in the posterior 
EOIs, suggesting perhaps that meaning/structure composition occurs earlier in those sites. 
However, given the small number of EOIs, it is difficult to determine the meaningfulness 
of this difference. Thus, although there are likely to be functional differences in the 
language-responsive regions located across the lateral temporal surface, they do not 
manifest strongly in the mean responses or the time-courses for our four conditions in the 
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current study, perhaps because of the relatively small numbers of EOIs and/or sparse 
coverage. We plan to pursue this question in future work by using high-density electrode 
grids. 
 

 
 
Figure SI-7. EOIs from the four main subjects were further separated into anterior lateral 
temporal (n = 11) and posterior lateral temporal (n = 5) groups and averaged together to 
find percent signal change for each condition across positions (top) and in each of the 
eight positions (bottom). Error bars represent standard errors over EOIs. 
 

 
h. Generalizing the key results to auditory presentation modality in three new subjects 
 
Auditory Control Experiment 
 
High-level language processing regions in the frontal and temporal cortices should reflect 
a deep analysis of the linguistic content of the stimuli, not a response to their surface 
form. Indeed, prior neuroimaging studies have found a higher response to sentences 
versus control stimuli in these regions for both written and spoken materials (e.g., [1,5]). 
Here we tested whether the same modality independence was true for the build-up effect 
reported here. 
 
Results 
 
Three patients read or listened to sentences, word-lists, Jabberwocky sentences, and 
nonword-lists. We used the data from the visual trials to define electrodes of interest 
(EOIs; see Experimental Procedures below) and then examined the responses during the 
auditory trials. In these three patients (Subjects A1, A2 and A3), we identified 12, 7, and 
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1 EOIs, respectively. The results are shown in Figure SI-8; the behavioral data are 
reported in Table SI-10. As expected given prior fMRI findings of modality-
independence of the high-level language processing regions, we observed a pattern that is 
very similar to the pattern in our original visual-presentation experiment (Figure 2). 
Across subjects, we observed a significant build-up in the sentence condition (p < 0.05), 
but not in the other three conditions. The sentences build-up effect was individually 
significant in Subject A1 (p < 0.01), Subject A2 (p < 0.05), and in the one EOI of Subject 
A3 (p < 0.01). 
 

  
Figure SI-8. a. Gamma magnitude for the auditory conditions averaged across word 
positions and subjects.  EOIs were selected based on the data from the visual trials. 
b. Gamma magnitude for the auditory conditions averaged across subjects in each of 
eight word positions. 
Error bars indicate standard errors of the mean over subjects in both panels. 
 
 S - Vis W - Vis J - Vis N - Vis S - Aud W - Aud  J - Aud N - Aud 
Subject A1 98.44% 84.38% 79.69% 75.00% 98.44% 93.73% 89.06% 78.13% 
Subject A2 98.44% 85.94% 76.56% 75.00% 95.31% 85.94% 82.81% 78.13% 
Subject A3 96.88% 93.75% 78.13% 71.88% 92.19% 90.63% 87.50% 81.25% 
 
Table SI-10. Percent accuracy on the behavioral task across all runs of the experiment. 
 
Experimental Procedures 
 
Participants 
We recorded electrical activity from intracranial electrodes of three subjects (2 female, 
ages 19-57) with intractable epilepsy who read or listened to sentences, lists of words, 
Jabberwocky sentences, and lists of nonwords. These subjects underwent temporary 
implantation of subdural electrode arrays at Albany Medical College (AMC) to localize 
the epileptogenic zone(s) and to delineate it from eloquent cortical areas prior to brain 
resection. All of the subjects gave informed written consent to participate in the study, 
which was approved by the Institutional Review Board of Albany Medical College. 
 
Materials and procedure 
In an event-related design, subjects read or listened to sentences, lists of words, 
Jabberwocky sentences, and lists of nonwords. The materials for the visual trials were the 
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same as those used in the original experiment and the procedure was identical; the 
materials for the auditory trials were recorded as described in [1]. 
 
Presentation rates of visual trials were consistent across the three new subjects and 
corresponded to the fast timing version of the experiment described in the main text of 
this article. Briefly, subjects viewed each word/nonword for 450 ms, then, after each 8-
item sequence (lasting for a total of 3,600 ms), a fixation cross was presented for 250 ms 
followed by the probe item which remained on the screen for 1400 ms and a post-probe 
fixation cross (250 ms). Each auditory trial contained a single 8-item sequence with mean 
duration 2,671 ms (SD = 825 ms) and silence added at the end, bringing the total trial 
duration to 4500 ms. This was followed by 250 ms of fixation, a 1500 ms auditory probe 
period, and a 250 ms post-probe fixation.  Behavioral responses were continually 
recorded. After each trial, a fixation cross was presented for a variable amount of time, 
semi-randomly selected from a set of durations (1500, 2000, 2500, or 3000 ms), in order 
to obtain a low-level baseline for neural activity. 
 
Trials were grouped into runs in order to give participants short breaks throughout the 
experiment. Each run included four trials per condition per modality and lasted 284 sec. 
The total amount of inter-trial fixation in each run was 72 sec. All subjects completed 
sixteen runs of the experiment, for a total of 64 trials per condition per modality. 
 
Data collection and analysis 
The implanted electrode grids consisted of platinum-iridium electrodes that were 4mm in 
diameter (2.3-3 mm exposed) and spaced with an inter-electrode distance of 0.6 or 1 cm. 
The total numbers of implanted electrodes were 90, 114, and 97 for the three subjects, 
respectively. Electrodes were implanted on the left hemisphere. Signals were digitized at 
1200 Hz. Recordings were synchronized with stimulus presentation and stored using the 
BCI2000 software platform [6-7]. Upon visual inspection of the recordings, we removed 
reference electrodes, ground, and electrodes with high noise levels and interictal activity 
as revealed by independent analyses, which left 89, 108, and 91 electrodes for the three 
subjects. 
 
Cortical mapping; Extraction of ECoG signal 
See Experimental Procedures in the main text. 
 
Selecting electrodes of interest (EOIs) 
See Experimental Procedures in the main text. The only difference was that all of the 
visual data were used for defining the EOIs, and the auditory data were then used to test 
for generalization of the key patterns to the auditory presentation modality. 
 

 
i. Examining electrodes that show sensitivity to difficulty 
 
As discussed in the manuscript, the EOIs show a response profile that cannot be 
explained by difficulty. In fact, the condition that produces the strongest response (the 
sentence condition) is the easiest one. However, one might expect to find some electrodes 
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that are sensitive to difficulty (e.g., [8]). To search for such electrodes, we examined the 
following contrasts: word-lists > sentences (W>S), Jabberwocky > sentences (J>S), and 
nonword-lists > sentences (N>S). In the behavioral data, we found substantially lower 
accuracies in the memory probe task for the Jabberwocky and nonword-list conditions 
than the sentence condition (10-15% lower), indicating that as expected, Jabberwocky 
and nonword-list conditions were more difficult than the sentence conditions. In prior 
work [1], we had also observed lower accuracies in the word-list condition than in the 
sentence condition, so although these two conditions produced similarly high accuracies 
in the current set of participants, we included that contrast for completeness. 
 
Figure SI-9 shows the locations of the electrodes (across all six subjects) that showed a 
significant effect (at p<0.01, uncorrected level) for one or both of the target contrasts 
(J>S, N>S) in the odd runs data (the W>S electrodes did not show replicable responses in 
the even runs data, as shown below, and were therefore not included in this figure). Table 
SI-11 shows the information on how many electrodes each subject contributes to each set. 
 
The electrodes are concentrated in the superior temporal regions and in parts of the 
frontal lobe. The frontal lobe locations are highly consistent with the activation patterns 
we have previously observed in fMRI for similar contrasts, including the opercular 
portion of the inferior frontal gyrus and parts of the middle frontal gyrus (e.g., Fig. S1 top 
panel in [9], for the nonword-lists > sentences contrast). These locations plausibly 
correspond to the domain-general multiple demand (MD) brain regions [8]. 
 
The superior temporal locations are more surprising, as we have not observed responses 
there in our prior fMRI work. We tend to subvocalize when reading, and constructing a 
sound-level representation of e.g., unfamiliar nonwords is plausibly more demanding. 
This may lead to greater responses in some parts of the auditory cortex. However, the 
absence of similar effects in fMRI is puzzling. 
 

  
 
Figure SI-9. A Talairach cortical model showing electrodes across the six participants 
that showed a significant (at p<0.01) J>S effect (orange) or N>S effect (red) in the odd 
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runs data (electrodes colored in red and orange showed both the J>S and the N>S effect), 
along with the EOIs and the sentences > nonword-list electrodes for reference. The 
apparent spatial overlap of S>N and N>S/J>S electrodes is in line with prior fMRI work 
showing that language-selective and domain-general effort-sensitive regions can lie in 
close proximity to each other, and the high inter-individual variability in the locations of 
these regions [10]. 
 
Having selected some electrodes of interest based on the odd runs data, we examined the 
robustness of these effects by looking at the responses of these electrodes to the relevant 
conditions in the even runs data. The responses are shown in Figure SI-10. The J>S and 
N>S effects appear to be robust showing replicable responses, but the W>S effect does 
not show a replicable difference in the even runs data, consistent with the fact that the 
former two contrasts, but not the W>S contrast manifested behaviorally (in the memory 
probe task performance). 
 

 
 
Figure SI-10. Gamma magnitude for the relevant conditions in the even runs data in the 
electrodes identified based on the odd runs data (i.e., to the W and S conditions in the 
electrodes that showed a significant W>S effect in the odd runs data, etc.). Two 
participants contributed W>S electrodes (n=8 electrodes), four participants J>S 
electrodes (n=15), and five participants contributed N>S electrodes (n=16). Error bars 
indicate standard errors of the mean over electrodes. 
 
 

Subject W > S J > S N > S 

Subject 1 None None 1 

Subject 2 

5 
(1 overlap with N>S and J>S) 

(1 overlap with J>S) 
(1 overlap with N>S) 

4 
(1 overlap with W>S and N>S) 

(1 overlap with W>S) 
(1 overlap with N>S) 

7 
(1 overlap with W>S and J>S) 

(1 overlap with W>S) 
(1 overlap with J>S) 
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Subject 3 None 6 
(3 overlap with N>S) 

3 
(3 overlap with J>S) 

Subject 4 None 1 3 

Subject 5 
3 

(1 overlap J>S) 
(1 overlap N>S) 

4 
(1 overlap W>S) 
(1 overlap N>S) 

2 
(1 overlap W>S) 

(1 overlap J>S) 

Subject 6 None None None 

 
Table SI-11. Breakdown of electrodes identified in ODD runs exhibiting significant 
effects of difficulty in the odd runs data. 
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